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Abstract

We propose two new multilinear operators for expressing the matrix compositions that are
needed in the Tucker and PARAFAC (CANDECOMP) decompositions. The first operator,
which we call the Tucker operator, is shorthand for performing an n-mode matrix multiplica-
tion for every mode of a given tensor and can be employed to consisely express the Tucker
decomposition. The second operator, which we call the Kruskal operator, is shorthand for the
sum of the outer-products of the columns of N matrices and allows a divorce from a matricized
representation and a very consise expression of the PARAFAC decomposition. We explore the
properties of the Tucker and Kruskal operators independently of the related decompositions.
Additionally, we provide a review of the matrix and tensor operations that are frequently used
in the context of tensor decompositions.
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Multilinear operators for higher-order

decompositions

1 Introduction

Higher-order tensor decompositions are in frequent use today in a variety of fields including psycho-
metrics [43, 12, 19], chemometrics [6, 37], image analysis [45, 36, 46], graph analysis [27, 26], signal
processing [13, 33], and much more [1, 38, 32]. The two most commonly used decompositions are
Tucker [43] and PARAFAC (also known as CANDECOMP) [12, 19], which can be thought of as
higher-order generalizations of the matrix singular value decomposition.

Unfortunately, the notation for these decompositions is not standardized because there are no
operators to denote the multilinear compositions of matrices that are needed. Kiers [24], Harshman
[20], and Bader and Kolda [8] have provided guidance on general notation for higher-order operations
but did not focus on notation for higher-order decompositions. Typically, these decompositions
are written in terms of elementary tensor operations (like n-mode multiplication) or by using a
matricized representation. The difficulty is that this notation is non-intuitive and obscures the
multilinear properties of the underlying operations.

To remedy this problem, we propose two new operators: a Tucker operator, which denotes a series
of n-mode multiplication operations, and a Kruskal operator, which is a special case of the Tucker
operator and useful for the PARAFAC decomposition. In this paper, we define these operators,
examine their properties, and demonstrate how their use enables a better understanding of the
Tucker and PARAFAC decompositions.

For example, the Tucker operator simplifies the notation for the Tucker decomposition. Let
X ∈ RI×J×K be a third-order tensor. It will turn out that

X = JG ;A,B,CK replaces xijk =
R∑

r=1

S∑
s=1

T∑
t=1

grst airbjsckt.

The third-order tensor G ∈ RR×S×T is called the core array, and the matrices A ∈ RI×R, B ∈ RJ×S ,
and C ∈ RK×T are called the factors. Likewise, the Kruskal operator simplifies expression of the
PARAFAC decomposition. Here it turns out that

X = JA,B,CK replaces xijk =
R∑

r=1

airbjrckr.

In the PARAFAC case, there is no core array, only the factor matrices A ∈ RI×R, B ∈ RJ×R,
and C ∈ RK×R, which are now constrained to have equal numbers of columns. Kruskal proposed
identical PARAFAC notation with the exception of the type of bracket; he used [A,B,C] [29].

The paper is organized as follows. Notation for n-way arrays can be complex, so we explain ours
in §2. We review standard matrix and tensor operations and their properties in §3. The Tucker
operator is covered in §4 and the Kruskal operator in §5. Lesser-known LATEX formatting commands
that are necessary to reproduce the symbols in this paper are provided in the appendix.

2 Notation

Multiway arrays (a.k.a. tensors) are denoted by boldface Euler script letters, e.g., X. The order
of a tensor is the number of dimensions, also known as ways or modes. Figure 1(a) illustrates a
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three-way tensor. We use I to denote the identity tensor with ones on the superdiagonal and zeros
elsewhere; see Figure 1(b).
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(b) I ∈ RI×I×I

Figure 1. Three-way tensors.

Matrices are denoted by boldface capital letters, e.g., A. We use I to denote the identity matrix.
Vectors are denoted by boldface lowercase letters, e.g., a. Scalars are denoted by lowercase letters,
e.g., a. We have attempted to keep this notation consistent. Thus, the ith entry of a vector a is
denoted by ai, the jth column of A is denoted by a:j , the ith row by ai:, element (i, j) by aij , and
element (i, j, k) element of a 3-way tensor X is denoted by xijk.

The higher order analogue of matrix rows and columns are called fibers. A matrix column is a
mode-1 fiber and a matrix row is a mode-2 fiber. For a third order tensor, we have column, row,
and tube fibers, which are denoted by x:jk, xi:k, and xij:, respectively; see Figure 2. For orders
higher than three, the fibers no longer have special names. We always assume that fibers are column
vectors.

(a) Columns: x:jk (b) Rows: xi:k
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(c) Tubes: xij:

Figure 2. Fibers of a 3rd-order tensor.

For third-order tensors, it is often useful to consider the two-dimensional slices. Figure 3 shows
the horizontal, lateral, and frontal slides of a third-order tensor X, denoted by Xi::, X:j:, and X::k,
respectively.

Finally, indices typically range from 1 to their capital version, e.g., i = 1, . . . , I. Multiple indices
have subscripts, e.g., in = 1, . . . , In. Sets are denoted in calligraphic font, e.g., R = {r1, r2, . . . , rP }.
We denote a set of indexed indices by IR = {Ir1 , Ir2 , . . . , IrP

}.
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(a) Horizontal: Xi::
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(b) Lateral: X:j: (c) Frontal: X::k

Figure 3. Slices of a 3rd-order tensor.

3 Review of standard operations

We present a comprehensive survey of standard operations and concepts that are used in multiway
analysis.

3.1 Matrix operations

The Kronecker product (also sometimes known as the tensor product), Khatri-Rao product, and
Hadamard product are matrix operations that we use in this paper.

The Kronecker product of matrices A ∈ RI×J and B ∈ RK×L is denoted by A ⊗ B and the
(IK)× (JL) result is defined by

A⊗B =


a11B a12B · · · a1JB
a21B a22B · · · a2JB

...
...

. . .
...

aI1B aI2B · · · aIJB

 .

Certain of its properties (listed in Proposition 3.1) will prove useful in our discussions. Van Loan
[44] provides a more general overview of the Kronecker product and its uses.

Proposition 3.1 (Kronecker product [44]) Let A ∈ RI×J ,B ∈ RK×L. Then

(a) (A⊗B)(C⊗D) = AC⊗BD, and
(b) (A⊗B)† = A† ⊗B†.

The Khatri-Rao product [31, 35, 10, 37] is the columnwise Kronecker product. The Khatri-Rao
product of matrices A ∈ RI×K and B ∈ RJ×K is denoted by A�B and its (IJ)×K result is defined
by

A�B =
[
a:1 ⊗ b:1 a:2 ⊗ b:2 · · · a:K ⊗ b:K

]
.

We will see later that the Khatri-Rao product is very important for expressing the PARAFAC
decomposition. Observe that the matrices in a Khatri-Rao product all have the same number of
columns. Furthermore, if a and b are vectors, then the Khatri-Rao and Kronecker products are
identical, i.e., a ⊗ b = a � b. The Khatri-Rao product has properties that involve the Hadamard
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product, which is the elementwise matrix product; i.e., the Hadamard product of matrices A and B,
both of size I × J , is denoted by A ∗B and its I × J result is defined by

A ∗B =


a11b11 a12b12 · · · a1Jb1J

a21b21 a22b22 · · · a2Jb2J

...
...

. . .
...

aI1bI1 aI2bI2 · · · aIJbIJ

 .

In particular, the pseudo-inverse of a Khatri-Rao product has a special form that involves the
Hadamard product.

Proposition 3.2 (Khatri-Rao product [37]) Let A ∈ RI×L, B ∈ RJ×L, C ∈ RK×L. Then

(a) A�B�C = (A�B)�C = A� (B�C),
(b) (A�B)T(A�B) = ATA ∗BTB, and
(c) (A�B)† =

(
(ATA) ∗ (BTB)

)† (A�B)T.

3.2 The outer product of vectors

The outer product of two vectors yields a matrix and is typically written as X = abT. To extend
the outer product to higher dimensions, we cannot reply solely on the transpose operator; instead,
we use the symbol ◦ to denote the outer product, so we write X = a ◦ b for the outer product of
two vectors. Let N = {1, . . . , N} and a(n) ∈ RIn for all n ∈ N. Then the outer product of these N
vectors is an Nth-order tensor and defined elementwise as(

a(1) ◦ a(2) ◦ · · · ◦ a(N)
)

i1i2···iN

= a(1)i1a
(2)i2 · · · a(N)iN for 1 ≤ in ≤ In, n ∈ N.

Sometimes the notation ⊗ is used (see, e.g., [25]), but we reserve that notation in this paper for the
matrix Kronecker product.

3.3 Tensor multiplication: the n-mode product

The n-mode product [14] defines multiplication of a tensor by a matrix in mode n. Though other
types of tensor multiplication exist, see, e.g., [8], we only need to consider the n-mode product in
this paper.

The n-mode (matrix) product of a tensor Y ∈ RJ1×J2×···×JN with a matrix A ∈ RI×Jn is denoted
by Y×n A. The result is of size J1× · · · × Jn−1× I × Jn+1× · · · × JN and is defined elementwise as

(Y×n A)j1···jn−1i jn+1···jN
=

Jn∑
jn=1

yj1j2···jN
aijn

.

There are many ways of considering n-mode multiplication. For example, let Y ∈ RI×J×K ,
B ∈ RL×J , and X = Y ×2 B. One interpretation is that each mode-2 fiber of X is the result of
multiplying the corresponding mode-2 fiber of Y by B:

xi:k = Byi:k for each i = 1, . . . , I, k = 1, . . . ,K.

Example 3.3 (n-mode matrix product) Let Y be the following 3× 4× 2 tensor:

Y::1 =

1 4 7 10
2 5 8 11
3 6 9 12

 , Y::2 =

13 16 19 22
14 17 20 23
15 18 21 24

 . (1)
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Let A be the following 2× 3 matrix:

A =
[
1 2 3
4 5 6

]
. (2)

Note that the number of columns in A is equal to the size of mode 1 of Y. Thus we can compute
Y×1 A, which is of size 2× 4× 2 and

(Y×1 A)::1 =
[
22 49 76 103
28 64 100 136

]
, (Y×1 A)::2 =

[
130 157 184 211
172 208 244 280

]
.

Proposition 3.4 (n-mode matrix product [14]) Let Y ∈ RJ1×J2×···×JN be an N -way tensor.

(a) Given matrices A ∈ RIm×Jm , B ∈ RIn×Jn ,

Y×m A×n B = (Y×m A)×n B = (Y×n B)×m A (m 6= n).

(b) Given matrices A ∈ RI×Jn , B ∈ RK×I ,

Y×n A×n B = Y×n (BA).

(c) Moreover, if A ∈ RI×Jn with full column rank, then

X = Y×n A ⇒ Y = X×n A†.

(d) Consequently, if A ∈ RI×Jn is orthonormal, then

X = Y×n A ⇒ Y = X×n AT.

Example 3.5 Here we illustrate Proposition 3.4(d). Let Y be given by (1). Define the orthonormal
matrix

C =

0.58 0.00
0.58 −0.71
0.58 0.71

 .

Then X = Y×3 C is

X::1 =

0.58 2.31 4.04 5.77
1.15 2.89 4.62 6.35
1.73 3.46 5.20 6.93

 ,

X::2 =

−8.62 −9.00 −9.39 −9.78
−8.74 −9.13 −9.52 −9.91
−8.87 −9.26 −9.65 −10.04

 ,

X::3 =

 9.77 13.62 17.48 21.33
11.05 14.91 18.76 22.61
12.34 16.19 20.05 23.90

 .

We have then that Z = X×3 CT is

Z::1 =

1 4 7 10
2 5 8 11
3 6 9 12

 , Z::2 =

13 16 19 22
14 17 20 23
15 18 21 24

 .

In other words, we have recovered the original Y.
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3.4 Matricization of a tensor

Especially in computations, it is important to be able to transform the indicies of a tensor so that it
can be represented as a matrix, and vice versa [8]. In order to fully capture all the salient information,
we need to explicitly track three pieces of information in addition to the data itself: the size of the
tensor, the modes that are mapped to the rows of the matrix, and the modes that are mapped to
the columns of the matrix.

The matricization of a tensor X ∈ RI1×I2×···×IN is defined as follows. Let the ordered sets
R = {r1, . . . , rL} and C = {c1, . . . , cM} be a partitioning of the modes N = {1, . . . , N}. Recall that
IN denotes the size of the tensor: {I1, . . . , IN}. The matricized tensor can then be specified by

X(R×C : IN) ∈ RJ×K with J =
∏
n∈R

In and K =
∏
n∈C

In.

The indices in R are mapped to the rows and the indices in C mapped to the columns. Specifically,(
X(R×C : IN)

)
jk

= xi1i2···iN

with

j = 1 +
L∑

`=1

[
(ir`
− 1)

`−1∏
`′=1

Ir`′

]
and k = 1 +

M∑
m=1

[
(irm

− 1)
m−1∏
m′=1

Irm′

]
.

It may be easier to understand matriticization in MATLAB notation. Suppose X is a multidi-
mensional array, and let the sets R and C be defined. Then the following code converts to a matrix
and back again to a tensor.

X = rand(5,6,4,2); R = [2 3]; C = [4 1];
I = size(X); J = prod(I(R)); K = prod(I(C));
Y = reshape(permute(X,[R C]),J,K); % convert X to matrix Y
Z = ipermute(reshape(Y,[I(R) I(C)]),[R C]); % convert back to tensor

Note that we must explicitly recall the sizes of the original tensor dimensions in order to convert
the matrix back to a tensor. This is generally not called out explicitly in notation. For example, if
R = {1, 2} and C = {3, . . . , N}, then X(R×C : IN) is more typically written as

XI1I2×I3I4···IN or X(I1I2×I3I4···IN ).

In other words, the size of the original tensor is generally treated implicitly. However, we will see
that explicitly listing the sizes (i.e., the argument following the colon) proves useful in certain cases
such as Proposition 3.7(b) and Proposition 3.7(d).

An important special case is whenever R is a singleton. This means that the fibers of mode
n are aligned as the columns of the resulting matrix. The n-mode matricization of a tensor X ∈
RI1×I2×···×IN is a special case of matricization given by

X(n) ≡ X(R×C : IN) with R = {n} and C = {1, . . . , n− 1, n + 1, . . . , N}.

Here we adhere to the standard notation. See also the illustration in Figure 4.

In general, the order of the modes within C is irrelevant so long as all operations with the
transformed modes are consistent. Different authors use different orderings for the columns of the
resulting matrix; see, e.g., [14] versus [24].
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X X(1)

Figure 4. Illustration of mode-1 matricization—the column fibers are
aligned to form a matrix.

In addition to converting a tensor to a matrix, it can also be converted to a vector, which is just
a special case of matricization where all the modes become row modes; i.e., the vectorized tensor
X ∈ RI1×I2×···×IN is given by

vec(X) ≡ X(N×∅ : IN).

Example 3.6 (Matricization) Let Y be given by (1). Then

Y({3,1}×{2} : {3,4,2}) =


1 4 7 10
13 16 19 22
2 5 8 11
14 17 20 23
3 6 9 12
15 18 21 24

 ,

Y(1) = Y({1}×{2,3} : {3,4,2}) =

1 4 7 10 13 16 19 22
2 5 8 11 14 17 20 23
3 6 9 12 15 18 21 24

 ,

and

vec(Y) = Y(N×∅ : IN) =
[
1 2 · · · 24

]T
.

Converting a tensor to a matrix in useful both computationally and theoretically because there
are useful connections between the n-mode matrix product, matricization, and Kronecker products.

Proposition 3.7 Let Y ∈ RJ1×J2×···×JN and N = 1, . . . , N .

(a) If A ∈ RI×Jn . Then
X = Y×n A ⇔ X(n) = AY(n).

(b) Let A(n) ∈ RIn×Jn for all n ∈ N. If R = {r1, . . . , rL} and C = {c1, . . . , cM} partition N, then

X = Y×1 A(1) ×2 A(2) · · · ×N A(N) ⇔

X(R×C : JN) =
(
A(rL) ⊗ · · · ⊗A(r1)

)
Y(R×C : IN)

(
A(cM ) ⊗ · · · ⊗A(c1)

)T

(c) Consequently, if A(n) ∈ RIn×Jn for all n ∈ N, for any specific n ∈ N we have

X = Y×1 A(1) ×2 A(2) · · · ×N A(N) ⇔

X(n) = A(n)Y(n)

(
A(N) ⊗ · · · ⊗A(n+1) ⊗A(n−1) ⊗ · · · ⊗A(1)

)T

.
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(d) Moreover, if C = {c1, . . . , cM} ⊆ N and A(n) ∈ RIn×Jn for n ∈ C, defining R = N \ C yields

X = Y×c1 A(c1) ×c2 A(c2) · · · ×cM
A(cM ) ⇔

X(R×C : KN) = Y(R×C : IN)

(
A(cM ) ⊗ · · · ⊗A(c1)

)T

with Kn ≡

{
In if n ∈ C

Jn if n ∈ R
.

3.5 Norm and inner product of a tensor

The norm and inner product are most easily thought of in terms of the vectorized tensor. The inner
product of two tensors X,Y ∈ RI1×I2×···×IN is given by

〈X,Y 〉 = vec(X)Tvec(Y) =
I1∑

i1=1

I2∑
i2=1

· · ·
IN∑

iN=1

xi1i2···iN
yi1i2···iN

.

The norm of a tensor X ∈ RI1×I2×···×IN is given by

‖X ‖2 = 〈X,X 〉 =
I1∑

i1=1

I2∑
i2=1

· · ·
IN∑

iN=1

x2
i1i2···iN

.

The norm of a tensor can be transformed to a matrix or vector norm by using the matricized or
vectorized version of the tensor (Proposition 3.8). Moreover, the norm of the difference of two tensors
can be rewritten to instead involve the inner product of the two tensors (Proposition 3.9). The inner
product of two rank-1 tensors can be simplified to be the product of the individual dot products of
the components (Proposition 3.10). Finally, Mode-n multiplication commutes with respect to the
inner product (Proposition 3.11).

Proposition 3.8 Let X ∈ RI1×I2×···×IN and N = {1, . . . , N}.

(a) Let sets R and C be a partitioning of N. Then ‖X ‖ =
∥∥X(R×C : IN)

∥∥
F

.

(b) Let n ∈ N. Then ‖X ‖ =
∥∥X(n)

∥∥
F

.
(c) ‖X ‖ = ‖ vec(X) ‖2 .

Proposition 3.9 Let X,Y ∈ RI1×I2×···×IN . Then

‖X− Y ‖2 = ‖X ‖2 − 2〈X,Y 〉 − ‖Y ‖2 .

Proposition 3.10 Let X,Y ∈ RI1×I2×···×IN with X = a(1) ◦ a(2) ◦ · · · ◦ a(N) and Y = b(1) ◦ b(2) ◦
· · · ◦ b(N). Then

〈X,Y 〉 =
N∏

n=1

〈a(n),b(n) 〉.

Proposition 3.11 Let X ∈ RI1×···×In−1×J×In+1×···×IN , Y ∈ RI1×···×In−1×K×In+1×···×IN , and A ∈
RJ×K . Then

〈X,Y×n A 〉 = 〈X×n AT,Y 〉.

An interesting corollary of the previous result is that mode-n multiplication of a tensor with an
orthogonal matrix does not change its norm.

Proposition 3.12 Let X ∈ RI1×I2×···×IN and let Q be a J × In orthonormal matrix. Then

‖X ‖ = ‖X×n Q ‖ .
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4 The Tucker operator

Now that we have reviewed essential matrix and tensor operations, we can proceed to defining our
multilinear operators. In this section, we consider the Tucker operator and its application to the
Tucker decomposition.

4.1 Definition of the Tucker operator

The Tucker operator is an efficient representation for multi-mode multiplication, which we formally
define as follows.

Definition 4.1 Let Y ∈ RJ1×J2×···×JN and N = {1, . . . , N}. Suppose we have matrices A(n) ∈
RIn×Jn for n ∈ N. Then the Tucker operator is defined as:

JY ;A(1),A(2), . . . ,A(N)K ≡ Y×1 A(1) ×2 A(2) · · · ×N A(N). (3)

The result is of size I1 × I2 × · · · × IN .

The Tucker operator can be defined on a subset of modes {k1, . . . , kP } ⊂ N via a subscript on
the operator as follows:

JY ;A(k1),A(k2), . . . ,A(kP )K{k1,...,kP } ≡ Y×k1 A(k1) ×k2 A(k2) · · · ×kP
A(kP ).

Grigorascu and Regalia [18] have proposed notation for the same concept as the Tucker operator,

A(1) Y
? A(2) Y

? · · ·Y? A(N),

which they refer to as the weighted Tucker product (the unweighted version has Y = I, the identity
tensor). Note that the case of using only a subset of modes is equivalent to replacing the missing
modes with Jn × Jn identity matrices.

4.2 Tucker operator properties

The properties of the Tucker operator follow directly from the properties of n-mode multiplication
(see §3.3).

Proposition 4.2 Let Y ∈ RJ1×J2×···×JN and let N = {1, . . . , N}.

(a) Given matrices A(n) ∈ RIn×Jn , B(n) ∈ RKn×In for all n ∈ N, we have

J JY ;A(1), · · · ,A(N)K ;B(1), · · · ,B(N)K = JY ;B(1)A(1), · · · ,B(N)A(N)K

(b) Given matrices A(n) ∈ RIn×Jn for all n ∈ N with full column rank, we have

X = JY ;A(1), · · · ,A(N)K⇒ Y = JX ;A(1)†, · · · ,A(N)†K

(c) Given orthonormal matrices A(n) ∈ RIn×Jn for all n ∈ N, we have

X = JY ;A(1), · · · ,A(N)K⇒ Y = JX ;A(1)T, · · · ,A(N)TK

13



Proof. Part (a) follows from the definition of the Tucker operator and the properties of mode-
n multiplication (Proposition 3.4(b)). Likewise, Parts (b) and (c) follow from other properties of
mode-n multiplication (Proposition 3.4(c) and Proposition 3.4(d), respectively). �

The Tucker operator also has various expressions in terms of matricized tensors and the Kronecker
product.

Proposition 4.3 Let Y ∈ RJ1×J2×···×JN and N = 1, . . . , N .

(a) Let A(n) ∈ RIn×Jn for all n ∈ N. If R = {r1, . . . , rL} and C = {c1, . . . , cM} partition N, then

X = JY ;A(1),A(2), · · · ,A(N)K ⇔

X(R×C : JN) =
(
A(rL) ⊗ · · · ⊗A(r1)

)
Y(R×C : IN)

(
A(cM ) ⊗ · · · ⊗A(c1)

)T

(b) Consequently, if A(n) ∈ RIn×Jn for all n ∈ N, for any specific n ∈ N we have

X = JY ;A(1),A(2), · · · ,A(N)K ⇔

X(n) = A(n)Y(n)

(
A(N) ⊗ · · · ⊗A(n+1) ⊗A(n−1) ⊗ · · · ⊗A(1)

)T

.

(c) Moreover, if C = {c1, . . . , cM} ⊆ N and A(n) ∈ RIn×Jn for n ∈ C, defining R = N \ C yields

X = JY ;A(c1),A(c2), · · · ,A(cM )KC ⇔

X(R×C : KN) = Y(R×C : IN)

(
A(cN ) ⊗ · · · ⊗A(c1)

)T

with Kn ≡

{
Jn if n ∈ C

In if n ∈ R
.

Proof. The proof follows from the connections between the Tucker operator and n-mode mul-
tiplication (Proposition 4.2) and the connections between n-mode multiplication and matricization
(Proposition 3.7). �

Results such as these help to yield insight into the properties of the Tucker operator. Consider
the following proposition that says that the norm of a large tensor can be calculated by considering
a much smaller tensor.

Proposition 4.4 ([7]) Let Y ∈ RJ1×J2×···×JN and let N = {1, . . . , N}. Suppose we have matrices
A(n) ∈ RIn×Jn for all n ∈ N. Let the QR decomposition of each matrix be denoted by

A(n) = Q(n)R(n) for n ∈ N,

where Q(n) ∈ RIn×Jn is orthonormal and R(n) ∈ RJn×Jn is upper triangular. Then∥∥∥ JY ;A(1), . . . ,A(N)K
∥∥∥ =

∥∥∥ JY ;R(1), . . . ,R(N)K
∥∥∥ .

Proof. From the properties of the Tucker operator (Proposition 4.2(a)), the definition of the
Tucker operator (Definition 4.1), and the property that orthonormal matrices in n-mode multipli-
cation do not change the norm (Proposition 3.12), respectively, we have∥∥∥ JX ;A(1), . . . ,A(N)K

∥∥∥ =
∥∥∥ J JX ;R(1), . . . ,R(N)K ;Q(1), . . . ,Q(N)K

∥∥∥
=

∥∥∥(
JX ;R(1), . . . ,R(N)K

)
×1 Q(1) · · · ×N Q(N)

∥∥∥
=

∥∥∥ JX ;R(1), . . . ,R(N)K
∥∥∥ .

14



�

Consequently, suppose that we have a tensor X ∈ I1 × I2 × · · · × IN such that

X = JY ;A(1), . . . ,A(N)K.

If Jn � In, the norm of Y is the same as the much smaller tensor Z ∈ J1 × J2 × · · · × JN where

Z = JY ;R(1), . . . ,R(N)K.

4.3 The Tucker decomposition

The Tucker decomposition [43] of a tensor X ∈ RI1×I2×···×IN is given by

X = JG ;A(1),A(2), . . . ,A(N)K. (4)

Here A(n) ∈ RIn×Jn and G ∈ RJ1×J2×···×JN . If G is the same size as X, the Tucker decomposition
is simply a change of basis. More often, we are interested in using a change of basis to compress
X, thereby resulting in a tensor G that is smaller than X; see Figure 5. The n-rank of a tensor X

is defined as the rank of X(n) [14]. If we let Jn be the n-rank of X for each n, the we can always
reproduce X exactly. Otherwise, the “decomposition” may not be exact but instead produce an
approximation to the tensor.

��

����

XI

J

K

=
��

����

GR

S

T
AI

R

BJ

S

CK

T

Figure 5. Illustration of the Tucker decomposition: X = JG ;A,B,CK

Tucker [43] dealt only with 3-way arrays but the basic principals have since been extended to N -
way arrays. For the three-way case, the terms Tucker3, Tucker2, and Tucker1 have been coined [28]:
Tucker3 is the decomposition presented here with N = 3 (three modes are free), Tucker2 constrains
one mode to be the identity matrix (so that 2 modes are free), and Tucker1 constrains two modes
to be identity matrices (1 mode is free).

In general, the Tucker decomposition is not unique. For example, let B be an orthogonal matrix
of size J1 × J1. Then, recalling Proposition 4.2(a),

X = JG ;A(1), . . . ,A(N)K = JG×1 B ;A(1)B, . . . ,A(N)K.

Many researchers have considered the problems of rotating the core G to something that is more
interpretable; see, e.g., [21, 22, 23, 2].

The new Tucker operator replaces the following options for expressing the Tucker decomposition:

• Mode-n multiplication: X = G×1 A(1) ×2 A(2) · · · ×N A(N),
• Matricized form: X(n) = A(n)G(n)

(
A(n) ⊗ · · · ⊗A(n+1) ⊗A(n−1) ⊗ · · · ⊗A(1)

)
,

• Outer products: X =
∑J1

j1=1

∑J2
j2=1 · · ·

∑JN

jN=1 gj1j2···jN
a(1)

:j1
◦ a(2)

:j2
◦ · · · ◦ a(N)

:jN
, or

• Elementwise: xi1i2···iN
=

∑J1
j1=1

∑J2
j2=1 · · ·

∑JN

jN=1 gj1j2···jN
a
(1)
i1j1

a
(2)
i2j2
· · · a(n)

iN jN
.
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4.4 Finding an optimal rank-(J1, J2, . . . , JN) approximation

Given a tensor X and a desired rank of the core tensor G, we can consider the problem of computing
a Tucker decomposition with the least amount of error. The goal is to find the best possible Tucker
decomposition (4) given a tensor X or, in other words, to solve

min
G,A(1),...,A(N)

∥∥∥X− JG ;A(1), . . . ,A(N)K
∥∥∥ (5)

subject to G ∈ RJ1×J2×···×JN

A(n) ∈ RIn×Jnorthonormal, n = 1, . . . , N.

We assume Jn is strictly less than the n-rank of X in at least one mode — otherwise the solution is
trivial and exact. We reformulate the problem so that G is eliminated by considering the problem
of finding the optimal G given that all the matrices A(n) are fixed. We present an alternative proof
that explicitly uses the properties of the Tucker operator.

Theorem 4.5 (Theorems 4.1 and 4.2 in [14]) Let X ∈ RI1×I2×···×IN . Assuming the matrices
A(n) are fixed, the optimal G for (5) is

G = JX ;A(1)T, . . . ,A(N)TK (6)

Consequently, the optimal matrices A(n) for (5) are given by the solution to

max
A(1),...,A(N)

∥∥∥ JX ;A(1)T, . . . ,A(N)TK
∥∥∥ . (7)

Proof. From Proposition 4.3(a) with R = {1, . . . , N}, we can rewrite the norm in matrix form:∥∥∥X− JG ;A(1)T, . . . ,A(N)TK
∥∥∥ =

∥∥∥ vec(X)−
(
A(N) ⊗ · · · ⊗A(1)

)
vec(G)

∥∥∥
This is a classic linear least squares problem, and the solution is given by

vec(G) =
(
A(N) ⊗ · · · ⊗A(1)

)†
vec(X).

By Proposition 3.1(b) and the fact that the matrices are orthonormal, we can conclude

vec(G) =
(
A(N)T ⊗ · · · ⊗A(1)T

)
vec(X)

Equation (6) follows from Proposition 4.3(a), so we assume (6) holds for the remainder of the proof.

Next, from Proposition 3.9, we have∥∥∥X− JG ;A(1), . . . ,A(N)K
∥∥∥

= ‖X ‖2 − 2〈X, JG ;A(1), . . . ,A(N)K 〉+
∥∥∥ JG ;A(1), . . . ,A(N)K

∥∥∥2

.

From Proposition 3.11 and (6),

〈X, JG ;A(1), . . . ,A(N)K 〉 = 〈 JX ;A(1)T, . . . ,A(N)TK,G 〉 = ‖G ‖2

From Proposition 3.12, ∥∥∥ JG ;A(1), . . . ,A(N)K
∥∥∥ = ‖G ‖
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Hence, ∥∥∥X− JG ;A(1), . . . ,A(N)K
∥∥∥ = ‖X ‖2 − ‖G ‖2 .

It follows that minimizing (6) is equivalent to maximizing ‖G ‖; hence, the claim. �

Consequently, from Theorem 4.5, the minimization problem (5) can be reformulated as:

max
A(1),...,A(N)

∥∥∥ JX ;A(1)T, . . . ,A(N)TK
∥∥∥ (8)

subject to A(n) ∈ RIn×Jn orthonormal , n = 1, . . . , N.

Next, we can consider the question of how to find each A(n) without making any assumptions
about the other factors, i.e., we solve the following problem.

max
A(n)

∥∥∥ JX ; I, . . . , I,A(n)T, I, . . . , IK
∥∥∥ (9)

subject to A(n) ∈ RIn×Jn orthonormal.

The objective function is equivalent to
∥∥X×n A(n)T

∥∥ =
∥∥A(n)TX(n)

∥∥. In matrix format, we can
see that the Jn leading left singular vectors of X(n) yield the optimal solution. If we solve for each
A(n) for n = 1, . . . , N in this manner, than we have what is has been popularized as the Higher-
Order Singular Value Decomposition (HO-SVD) [14]. Unlike its matrix counterpart, the HO-SVD
does not yield an optimal rank-J1, J2, . . . , JN approximation to X. However, it is a good starting
point for an alternating algorithm.

Consider next the problem of how to find the optimal A(n) given that all the other factors are
known and fixed, which yields the following subproblem for matrix n:

max
A(n)

∥∥∥ JX ;A(1)T, . . . ,A(N)TK
∥∥∥ (10)

subject to A(n) ∈ RIn×Jn orthonormal.

More simply, defining Z ≡ JX ;A(1)T, . . . ,A(n−1)T, I,A(n+1)T, . . . ,A(N)TK and B ≡ A(n), the prob-
lem becomes

max
B

∥∥Z×n BT
∥∥ ≡ ∥∥BTZ(n)

∥∥
F

(11)

subject to B ∈ RJn×In orthonormal.

The solution to this subproblem is easily realized via the matrix SVD of Z(n), i.e., setting the
columns of B to be the Jn leading left singular vectors of Z(n) yields the optimal solution.

This leads naturally an alternating algorithm [15, 28, 39] to compute an approximate Tucker
decomposition, shown in Algorithm 1.

4.5 Derivatives

Before we continue, we consider the derivatives of the Tucker operator. Let N = {1, . . . , N}, A(n) ∈
RIn×Jn , and G ∈ RJ1×J2×···×JN . Define a function F as the Tucker operator, i.e.,

F(G,A(1), . . . ,A(N)) = JG ;A(1), . . . ,A(N)K.
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Algorithm 1 Tucker: Higher Order Orthogonal Iteration
in: Tensor X of size I1 × I2 × · · · × IN .
in: Desired rank of core: J1 × J2 × · · · × JN .
for n=1,. . . ,N do {initialization via HO-SVD}

A(n) ← Jn leading eigenvalues of X(n)XT
(n)

end for
while not converged do {main loop}

for n=1,. . . ,N do
Z← JX ;A(1)T, . . . ,A(n−1)T, I,A(n+1)T, . . . ,A(N)TK
A(n)T ← Jn leading eigenvalues of Z(n)ZT

(n)

end for
end while
G← JX ;A(1)T, . . . ,A(N)TK
out: G of size J1 × J2 × · · · × JN and orthonormal matrices A(n) of size In × Jn such that
X ≈ JG ;A(1), . . . ,A(N)K.

Consider the partial derivative of F with respect to G. The result is a 2N -way array such that(
∂F

∂G

)
i1i2···iN j1j2···jN

= a
(1)
i1j1

a
(2)
i2j2
· · · a(N)

iN jN
.

In matricized form, this is (
∂F

∂G

)
(I×J)

= A(N) ⊗A(N−1) ⊗ · · · ⊗A(1).

Consider the derivative of F with respect to A(n). The result is an (N + 2)-way array, such that(
∂F

∂A(n)

)
i1i2···iN injn

=

J1∑
j1=1

· · ·
Jn−1∑

jn−1=1

Jn+1∑
jn+1=1

· · ·
JN∑

jN=1

gj1j2···jN
a
(1)
i1j1
· · · a(n−1)

in−1jn−1
a
(n+1)
in+1jn+1

· · · a(N)
iN jN

.

Another way to see this is as follows. In matricized form, we have

F(n) = A(n)G(n)

(
A(N) ⊗ · · · ⊗A(n+1) ⊗A(n−1) ⊗A(1)

)T

.

Thus, from matrix calculus (see, e.g., [17]), we have

∂F(n)

∂A(n)
=

[(
A(N) ⊗ · · · ⊗A(n+1) ⊗A(n−1) ⊗A(1)

)
GT

(n)

]
⊗ I

where I is the In × In identity matrix.

5 The Kruskal operator

The Kruskal operator provides shorthand notation for the sum of the outer products of the columns
of a set of matrices. This turns out to be a special case of the Tucker operator where the core tensor is
the identity tensor. Unlike the Tucker operator, which can be written using n-mode multiplication,
there is no concise multidimensional representation for this special case. The result is that this
operation is usually expressed in matricized form, which tends to obscure its multidimensional
properties.
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5.1 Definition of the Kruskal operator

The Kruskal operator is a special case of the Tucker operator (Definition 4.1) where the core tensor
G is the R×R× · · · ×R identity tensor and all the matrices A(n) have R columns.

Definition 5.1 Let N = {1, . . . , N}. Suppose we have matrices A(n) ∈ RIn×R for n ∈ N. Then the
Kruskal operator is defined as:

JA(1),A(2), . . . ,A(N)K ≡ JI ;A(1),A(2), . . . ,A(N)K, (12)

where I is the identity tensor, i.e., it has ones along the superdiagonal and zeros elsewhere.

See Figure 1(b) for an illustration of the identity tensor. We call this operator the Kruskal
operator since such an operator was proposed by Kruskal [29].

5.2 Kruskal operator properties

The properties of the Kruskal operator are much more interesting than those of the Tucker operator
because they do not always directly from the n-mode multiplication results.

The following proposition shows what happens when a Kruskal operator is the core tensor of a
Tucker operator, which can happen when compression is used as the first step in the calculation of
a PARAFAC decomposition [4].

Proposition 5.2 Let N = {1, . . . , N}. Suppose we have matrices A(n) ∈ RIn×R, B(n) ∈ RKn×In

for all n ∈ N. Then

J JA(1), · · · ,A(N)K ;B(1), · · · ,B(N)K = JB(1)A(1), · · · ,B(N)A(N)K.

We can also consider the relationship between the Kruskal operator, matricization, and the
Khatri-Rao product. This is the analogue of Proposition 4.3 for the Tucker operator.

Proposition 5.3 Let N = 1, . . . , N . Let A(n) ∈ RIn×R for all n ∈ N.

(a) If R = {r1, . . . , rL} and C = {c1, . . . , cM} partition N, then

X = JA(1),A(2), · · · ,A(N)K ⇔

X(R×C : IN) =
(
A(rL) � · · · �A(r1)

) (
A(cM ) � · · · �A(c1)

)T

If R = ∅, then the first multiplicand is replaced by a length-R row vector of all ones; conversely,
if C = ∅, then the second multiplicand is replaced by a length-R column vector of all ones. In
other words,

X(∅×N : IN) ≡ 1T
(
A(N) � · · · �A(1)

)T

and X(N×∅ : IN) ≡
(
A(N) � · · · �A(1)

)
1.

(b) Consequently, for any specific n ∈ N we have

X = JA(1),A(2), · · · ,A(N)K ⇔

X(n) = A(n)
(
A(N) � · · · �A(n+1) �A(n−1) � · · · �A(1)

)T

.
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The norm of the Kruskal operator has a very special form because it can be reduced to summing
the entries of the Hadamard product of N matrices of size R×R.

Proposition 5.4 Let N = 1, . . . , N and A(n) ∈ RIn×R for all n ∈ N. Then∥∥∥ JA(1),A(2), · · · ,A(N)K
∥∥∥2

=

R∑
j=1

R∑
k=1

(
(A(1)TA(1)) ∗ (A(2)TA(2)) ∗ · · · ∗ (A(N)TA(N))

)
jk

Proof. The proof is a matter of using the definition of the Kruskal operator (Definition 5.1) and
rearranging the terms appropriately.∥∥∥ JA(1),A(2), · · · ,A(N)K

∥∥∥2

= 〈 JA(1),A(2), · · · ,A(N)K, JA(1),A(2), · · · ,A(N)K 〉

= 〈
R∑

j=1

a(1)
:j ◦ · · · ◦ a

(N)
:j ,

R∑
k=1

a(1)
:k ◦ · · · ◦ a

(N)
:k 〉

=
R∑

j=1

R∑
k=1

(
a(1)T

:j a(1)
:k

)
· · ·

(
a(N)T

:j a(N)
:k

)

=
R∑

j=1

R∑
k=1

(
A(1)TA(1)

)
jk
· · ·

(
A(N)TA(N)

)
jk

The third step used Proposition 3.10. �

Proposition 5.5 Let X ∈ RI1×I2×···×IN and N = 1, . . . , N and A(n) ∈ RIn×R for all n ∈ N.

(a) The inner product of X and the Kruskal product yields:

〈X, JA(1),A(2), · · · ,A(N)K 〉

=
R∑

r=1

X ×̄1 a(1)
:r ×̄2 a(2)

:r · · · ×̄N a(N)
:r

=
J∑

j=1

K∑
k=1

(
X(R×C : IN) ∗

[(
A(rL) � · · · �A(r1)

) (
A(cM ) � · · · �A(c1)

)T
])

jk

= 〈 vec(X),
(
A(N) � · · · �A(1)

)
1 〉

(b) The norm of the difference of X and the Kruskal product is:∥∥∥X− JA(1), . . . ,A(N)K
∥∥∥2

=

‖X ‖2 − 2〈X, JA(1), . . . ,A(N)K 〉+
∥∥∥ JA(1), . . . ,A(N)K

∥∥∥2

5.3 The PARAFAC decomposition

The PARAFAC decomposition of X ∈ RI1×I2×···×IN is given by

X = JA(1),A(2), . . . ,A(N)K.
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Figure 6. Illustration of the PARAFAC decomposition: X =
JA,B,CK

Here A(n) ∈ RIn×R, for n = 1, . . . , N . The PARAFAC decomposition of a three-way tensor is
illustrated in Figure 6.

In the case that R is minimal, then R is the rank of X [29]. It can be the case that R >
min{In | n ∈ N}. For example, the maximal rank of a 2× 2× 2 tensor is 3 [40, 30]. Moreover, the
typical rank of a 2× 2× 2 tensor is 2 (79% of the time) and 3 (21% of the time) [30]. See [9, 10] for
an overview of PARAFAC and related decompositions.

The new Kruskal operator replaces the following options for expressing the PARAFAC decom-
position:

• Elementwise: xi1i2···iN
=

∑R
r=1 a

(1)
i1r · a

(2)
i2r · · · · · a

(N)
iN r ,

• Sum of outer products: X =
∑R

r=1 a(1)
:r ◦ a(2)

:r ◦ · · · ◦ a(N)
:r ,

• Matricized: X(n) = A(n)
(
A(N) � · · · �A(n+1) �A(n−1) � · · · �A(1)

)T
, and

• Vectorized: vec(X) =
(
A(N) � · · · �A(1)

)
1 where 1 is a ones vector or length R.

• Slice notation (three-way only): If X = JA,B,CK ∈ RI×J×K , then we can for example write each
frontal slice (see Figure 3) as

X::k = AD(k)BT for k = 1, . . . ,K,

where the R×R diagonal matrix D(k) is defined by D(k) = diag(ck:). Slice notation can be used
in the other directions as well:

Xi:: = Bdiag(ai:)CT for i = 1, . . . , I, and

X:r: = Adiag(bj:)CT for j = 1, . . . , J.

5.4 Computing the PARAFAC decomposition

Faber et al. [16] present an overview of different methods for fitting a PARAFAC decomposition,
and alternating least squares continues to be the workhorse algorithm (i.e., slow but steady) and
thus is our focus here.

Given a tensor X ∈ RI1×I2×···×IN and a desired rank R, the alternating least squares (ALS)
algorithm is used to compute a PARAFAC factorization. In general, it is not known how to choose
R in advance; see, e.g., [11] for more discussion of this issue. Here, we assume that R is known.

As is the case with computing the Tucker approximation, the idea behind ALS is that we solve
for each factor in turn, leaving all the other factors fixed. Thus, the subproblem at each iteration
is as follows: Suppose that all factors A(m), m 6= n, are fixed and solve for B ≡ A(n). This can be
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cast as the following optimization problem:

min
B∈RIn×R

∥∥∥X− JA(1), . . . ,A(n−1),B,A(n+1), . . . ,A(N)K
∥∥∥ .

From Proposition 5.3(b), this can be expressed in matrix form as

min
B∈RIn×R

∥∥∥∥X(n) −B
(
A(N) � . . .�A(n+1) �A(n−1) � . . .�A(1)

)T
∥∥∥∥ ,

which is a classic least squares problem. Using Proposition 3.2(c), the optimal solution is easily
computed as

BT =
(
A(N) � . . .�A(n+1) �A(n−1) � . . .�A(1)

)†
XT

(n)

= V†
(
A(N) � . . .�A(n+1) �A(n−1) � . . .�A(1)

)T

XT
(n)

where

V = (A(N)TA(N)) ∗ · · · ∗ (A(n+1)TA(n+1)) ∗ (A(n−1)TA(n−1)) ∗ · · · ∗ (A(1)TA(1)).

Note that V is of size R×R and symmetric. An interesting observation is worth making here, which
is that the pseudoinverse can be recast using the Kruskal operator. Define

Z = JA(1), . . . ,A(n−1),V†,A(n+1), . . . ,A(N)K,

which is of size I1 × · · · In−1 ×R× In+1 × · · · × IN . Then we have

B = X(n)ZT
(n) ∈ RIn×R.

A basic ALS algorithm is shown in Algorithm 2.

Algorithm 2 PARAFAC: Alternating Least Squares (ALS)
in: Tensor X of size I1 × I2 × · · · × IN .
in: Desired rank of result: R > 0.
for n = 1, . . . , N do {initialization}

Initialize A(n) in some way (e.g., random or HO-SVD).
Normalize columns of A(n).
B(n) ← A(n)TA(n).

end for
while not converged do {main loop}

for n = 1, . . . , N do
V← B(N) ∗ · · · ∗B(n+1) ∗B(n−1) ∗ · · · ∗B(1).
A(n) ← X(n)

(
A(N) � . . .�A(n+1) �A(n−1) � . . .�A(1)

)T
V†

if n 6= N then
Normalize columns of A(n).

end if
Set B(n) ← A(n)TA(n).

end for
end while
out: A(n) ∈ RIn×R for n = 1, . . . , N such that X ≈ JA(1), . . . ,A(N)K.

5.5 Derivatives of the Kruskal operator

Finally, we consider derivatives of the Kruskal operator. Let N = {1, 2 . . . , N} and A(n) ∈ RIn×R

for all n ∈ N. Define a function F as the Kruskal operator, i.e.,

F(A(1), . . . ,A(N)) = JA(1), . . . ,A(N)K.
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Consider the derivative of F with respect to A(n). The result is an (N + 2)-way array, such that(
∂F

∂A(n)

)
i1i2···iN inr

= a
(1)
i1r · · · a

(n−1)
in−1r a

(n+1)
in+1r · · · a

(N)
iN r .

Another way to see this is as follows. In matricized form, we have

F(n) = A(n)
(
A(N) � · · · �A(n+1) �A(n−1) �A(1)

)T

.

Using the fact that vec (XYZ) = (ZT ⊗ X)vec (Y) (see, e.g., [17]), we can rewrite the previous
expression as

vec
(
F(n)

)
=

[(
A(N) � · · · �A(n+1) �A(n−1) �A(1)

)
⊗ I

]
vec

(
A(n)

)
where I is the In × In identity matrix. Thus, from matrix calculus, we can define

J(n) ≡
∂vec

(
F(n)

)
∂vec

(
A(n)

) =
(
A(N) � · · · �A(n+1) �A(n−1) �A(1)

)
⊗ I

Note that the size of J(n) is
(∏N

n=1 In

)
× (InR). Thus, each partial derivative has the same number

of rows but a different number of columns. A full Jacobian for vec(F) can be constructed using
the partials, but the rows have to be reordered for consistency [41]. Define P(n) to a permutation
matrix of size

∏N
n=1 In that reorders X(n) to be X(1), i.e.,

X(1) = P(n)X(n).

Then the full Jacobian of vec(F) is of size
(∏N

n=1 In

)
×

(∑N
n=1 InR

)
and defined by

d vec(F)

d

([
vec

(
A(1)

)T · · · vec
(
A(N)

)T
]T

) =
[
J(1) P(2)J(2) · · · P(N)J(N)

]
.

6 Conclusions

We consider two new operators that are useful for expressing and understanding higher-order tensor
decompositions: The Tucker operator is shorthand for all-mode matrix multiplication, and the
Kruskal operator is shorthand for the sum of the rank-1 tensors that are formed as outer products
of the columns of the component matrices. By using these new operators, we can more easily
express and understand the multilinear nature of the Tucker and PARAFAC decompositions because
matricized representations can be avoided or at least easy to switch between. We have gathered
together many commonly known and used properties but expressed them here in their native multi-
linear contexts, avoiding the potential confusion that comes about due to the numerous options for
matricization and vectorization.

We have reviewed the ALS methods for both Tucker and PARAFAC using the new operators,
though there are many approaches including those that handle constraints (see, e.g., [3, 16, 42, 47]).
Moreover, many other approaches rely on gradient information (see, e.g., [34, 41]), so we have
included derivatives of our operators. We also note that MATLAB software exists for working with
tensors [8] and for efficiently computing the various decompositions [5].
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A LATEX formatting

The double brackets used to denote the Tucker and Kruskal operators are produced as follows:

\usepackage{stmaryrd} % provides \llbracket and \rrbracket
$\llbracket ... \rrbracket$ % here are the brackets

The boldface Euler script letters that are used to denote tensors are produced as follows:

\usepackage{amsmath} % provides \boldsymbol
\usepackage[mathscr]{eucal} % provides \mathscr (Euler script)
$\boldsymbol{\mathscr{X}}$ % here’s a tensor X
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